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Abstract—This paper explores the deep learning models aiming
at two tasks, which are classif ying objects and recognizing human
action £ a video. The decp learning models are the convo-
lutional neural networks and long short-term memory network.
For the action recognition, the optical flow is employed as the
feature represcntation of movement on each video. The video data
simulates one person doing either taking, returning, or browsing
items on a shelf. From the experiments, the model achieve
accuracy of 56.41% of accuracy for the object classification task
and 76.92% for the action recognition.

I. INTRODUCTION

Nowadays, the existence of convenience stores, mini-
markels or retail markets has spread throughout the country,
especially in Indonesia. The people depend on these stores to
buy their daily needs. Onc of the problems in such stores is
that the shoppers have to queue and wait for relatively long
time in busy hours due w0 limited number of cashiers.

With recent advancement in computer vision, the technology
can be utilized to solve this problem and one of the ideas
is 10 automate the checkout process by actively tracking the
shoppers around the store and detecting which items are added
to or removed from the shopping cart. When the customers
finish shopping. they can then directly proceed o the payment
process, which can also happen automatically when the system
is connected lo a specific payment system.

This paper explores the deep learning models 1o detect
human action recognition of taking, returning, or browsing
items from a shelf and also concurrently detect which item
is laken or returned. These models are the important parts of
building an automatic checkout systen.

There are two models trained on the video dataset, which
arc the object classification model and the action recognition
model. For the action recognition model, initially the system
will extract information related 1o the human movement. The
information arc represented byc optical flow between two
video frames and fed into the convolutional neural networks
and long short-term memory networks to classify the ac-
tion. Meanwhile, the object classification model uses only
the convolutional neural networks and the video frames as
input. Finally, we will evaluate the accuracy of the models in
recognizing the human action and classifying the ohjects on
the video.
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[1. RELATED WORKS

The research in video recognition has been known and
famous by the advances in image recognition methods, which
were often adapted and modificd to handle video data, such
as the promising results of [1] who extended convolutional
ncural network model into spatial-temporal space by operating
on stacked video frames, also by [2] who compared several
architectres for action recognition, and [3] who introduced
an intercsting two-stream approach in convolutional neural
network to clasify movements. The recurrent neural networks
has also been shown to be effective for handling sequential
data, such as speech recognition [4] and image [5] or video
description [6]. For long-term temporal modeling of the video
data, [7] proposed encoder-decoder [ramework in long short-
term memory to learn video representations in an unsupervised
manner.

In [8], the authors proposc a graphical Bayesian model
for recognizing interactions of human and object. The work
resembles the aim of this paper, which is building a system to
recognize action and, at the same lime, classif ying the object
from a video. although it only concerns with the interactions
of objects and the actions.

[II. METHODS
A Oprical Flow

Optical Aow is the pattern of moving objects from one frame
to another frame caused by either the movement of the object
itself or the camera. Optical low works with the assumption
that the intensity of one pixel [rom one object will not change
between sequential frames and neighborhood pixels that have
the same movement. Assume [z, y, t|, an image located on
x and y in t second, is a center pixel in N x N matrix that
moves as far as 4, and J, in d; second and turns into Jfx +
b, y+0y, t+8) (9] Since I[x, y, f] = I[w+0 ., y+0,, i+64),
using the first order Taylor cxpansion, we obtain:
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where v, = %}- and v, 5 are the optical flow. In this
research, we use the Gunnar-Farnebck method which produces
dense optical flow, that is low information computed for every

pixel in the frame.
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B. Deep Learning Models

n(,‘onvolutional neural network, also commonly Known
as CNN or convnel, is a special type of multi-layer neural
network. CNN is developed to recognize visual patterns from
imuge pixels directly with a minimum process. It can recognize
the pattern with extreme variability and with robusiness o
simplify geometric distortions and transformations. The con-
volutional neural network has two main algorithms which are
convolution, a process using liller matrix o filter important
features from input image, and pooling, a process that will
turn several pixels in one neighborhood o become one single
pixel. The convolution operation is generally used to blur,
shurpen, detect edges, or any liltering effecls on an image.
This operation is accomplished using a kernel matrix or
filter. There are several notable kernel matrices with their
own effects. For example, using a Sobel filter [10]. one can
locute edges of an image. Different filler such as one derived
from the Gaussian function can blur or smooth an image. In
traditional image processing, such lilters are defined and used
1o extract particular feawures from an input image and fed
to a classification model. The main idea of a convolutional
neural network is to train such filter and tind the best feature
representation for a classification task. Stacking several layers
of convolutional image and ending with fully-connected neural
networks as the classification model results is what we call the
convolutional neural network [11].

L.ong short-term memory network or LSTM is introduced
by [12] 1o address the limitations of the recurrent networks
such as vanishing and exploding error signals during the
learning process [13]. The LSTM itself consists of memory
blocks which composed of an input gate, output gate, forget
gate, and a cell [14]. The forget gate can adaptively reset the
cell's memory which essentially controls information o be
retuined or thrown away from the cell stale. The architecture of
the LSTM makes it suitable to be used for sequential data such
as videos. Recently, there have been successful applications
of LSTM in speech recognition (4], language modeling [15],
[16], image captioning [17], and many more.

IV. EXPERIMENTAL SETTINGS

In this section, the experimental setltings are described,
including the video data collected for the experiments and the
implementation details.

A Data

The video data set consists of 651 simulated videos recorded
from a mobile phone. There is only one human sub ject on each
of the videos who simulates the action of taking an object or
item from a shelf, returning the taken item back w the shelf,
or checking the item on the shelf without taking anything. In
each video, there is only one human subject, one action, one
item (if the action is either taking or returning the item), and
one shelf displaying all the objects.

All video clips in the data set arc shot in a lixed frame rate
of 29.35 fps with a resolution of 720 x 1280 pixels. It should
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Fig. |. The number of videos [or each action and object classes in the dala sel
la There are three classes for the action recognition ask, which are checking
items, taking an dem from the shell. and rewrning the 1aken item o the shell.
Mcanwhile, 1b shows the total number of videos for the 10 objeas of ilems.
Also shown is the total number of videos where the human subject does nol
take any item

be noted that there are several noises in the video, such as
camera shaking and clutered background.

The data will be split arbitrarily with 70% for training and
30% for testing in a stratilied way. Fig. | shows the total
number of videos for both action and object classitication.

B. Implementation

Preprocessing. For the action recognition, the videos are
initially resized 1o 1B0 x 320 pixels and converled to gray-
scale images. Afterwards, the optical Aow between two frames
is computed. It should be noted that the length of each video
in the data set varies. Consequently, the number of frames also
varies. In the experiments, 60 frames are extracted from each
video 1o get the optical fiow of each consequent images. By
stacking the horizontal and vertical displacement of the optical
llow, cach video is represented by a matrix ol size 360 x 320
x 30 pixels.

The object recognition preprocessing step is identical 1o the
movement classification above. Although, the images are not
gray-scaled and the frames ure resized to 360 x 320 pixels
instead. The frames are also normalized by dividing each
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pixel with 256. From each video, 10 frames are sclected and
represented by a matrix of size 360 x 320 x 3 pixels.

Models. The human action recognition and object classi-
ficiiion model are shown in Fig. 2. Afier preprocessing the
input video as described above, the input matrices are fed into
several convolutional layers, which are 12 convolutional layers
for the object classification model and 4 convolutional layers
for the human action recognition model. Baich normalization
is cmployed only in the convolutional steps of the action
recognition model. The output of the convolutional layers is
then flattened and fed into the next step. Before classifying
the input representation using the fully-connected network, the
action recognition model employs a long short-term memory
(LSTM) layer with 1000 hidden units. Table I and Il show the
delail of each layer in the models. Additionally, in the action
recognition model, the batch normalization is cmployed on
every convolutional layer.

The models are implemented in Python 3 using the Ten-
sorFlow and Keras library. The object classification model
is trained using RMSprop optimizers and categorical cross-
enropy loss with learning rate of 0.00006. Meanwhile, the
action recognition model is trained similarly with RMSprop
and categorical cross-entropy loss, but with learning rate of
0.00008.

V. RESULTS

A Object Classification

Thcrnm 11 kind of items for the object classification task.
Fig. 3 shows the plot of training loss and accuracy of the
model. The figure shows that the training loss converges and
the model accuracy is 95.61%. Testing the model with the test
data results in 56.41 % in accuracy as shown in Fig. 4. Clearly,
the model overfit with some items such as Chocopie, which
cannot be recognized most of the time. The precision. recall,
and Fl-score of the testing can be scen in Fig 5.

B. Action Recognition

Fig. 6 shows the training loss and accuracy of the action
recognition model. The accuracy of the model is 80.17%.
Tesling the model on test data, the confusion matrix in Fig.
7 und the precision, recall, and Fl-score as in Fig. 8 are
obuiined. The average Fl-score of the model is 76.94% with
the checking items movement has the lowest Fl-score and
recall, but with the highest precision.

C. Discussions

In the action recognition task, the best model achicved
accuracy of 76.92%, where it can correctly recognize (50
actions from the total of 195 actions in the testing data. From
the three movements, the model can recognize the checking
items movement more accurately than the other movements.

Meanwhile, the object classification model gains worse
accuracy than the other model. The highest accuracy obtained
by the model from the testing data is 56.41 % where the model
recognizes 110 items from 195 videos. The best item achieved
94 12% in accuracy, although the model clearly overfit
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TABLE |
THE MODEL ARCHITECTURE FOR OBIECT RECOGNITION TASK, WHERE
PAD 15 THE ZERO PADDING OPERATION, CONV 1S THE CONVOLUTION
PROCESS, POOL 15 THE MAX POOLING, aND FC IS THE
FULLY-CONNECTED LAYER.

Layer H Parameters
PAD ﬂ size= (1. 1)
Conv ,'| filter = 64. kemnel size = 3 % 3, adtivation = ReLU
PAD |l size= (. 1)
CONY |[ filter = 64. kernel size = 3 x 3, activation = ReLU
POOL. :. size = 2 % 2. sunde = 2
PAD || size= (l. 1)
CONV || filter = 128, kernel size = 3 % 3, aclivation = ReLU
PAD || size= (1. 1)
COnv fiher = 128, kemel size = 3 x 3, aciivation = RelLU
POOL size = 2 % 2, suride = 2
PAD gize= (1. 1)
Conv fiter = 256, kerncl size = 3 x 3, activation = ReLU
PAD sive= (1. [)
CONV filter = 236, kemnel Size = 3 x 3, actvalion = RelLU
PAD || size= (1. 1)
PAD c=(l. 1)
CONV || filer = 512, kernel size = 3 x 3, acivation = ReLU
PAD e= {1, 1
| CONV fier = 512, kernel slze = 3 x 3. activation = RelLU
| PAD Y- (. 1)
| CONv || filler = 512, kernel Size = 3 % 3. ctivation = ReLU
| POOL || siee = 2 x 2. swide = 2
| PAD || siee = (L 1)
| CONV || filer= 512 kemel size = 3 % 3. activation = ReLU
| PAD size = (1, 1)
| CONV || filler= 512, kerncl size = 3 x 3, activation = ReLU
| PAD siee = (1, 1)
CONV filter= 512, kernel siee = 3 % 3. activation = ReLU
| POOL slze = 2 % 2, swride = 2
FC units = 50042, aciivation = ReLU. dropout = 0.8
;1 FC i units = 50042, activation = ReLU. dropout = 0.8
| FC || units = 11, activation = Solmax

One of the reasons why the overfitting may occur, both in
the action recognition and ohject classification model, is noises
in the datasct, such as the camecra movement. The dataset is
collected from mobile phone camera, so while hand-recording
the videos, the camera motion can be considered as another
movement by the model although the human subject moves
differently. Additionally, the number of data instance for the
object classification task is also not balunced.

VI. CONCLUSION

Using the combination of convolutional neural network
and long short-term memory network, this paper explores the
object and action recognition model from videos. The videos
consist of human subject who performs three actions, which
are taking an item, returning the item, and only browsing the
item shelf. For the objeut classilication, there are 10 items
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Fig. 2 The deep learning models [or the object and human aciion recognition [rom video

TABLE 1l
THE MODEL ARCHITECTURE FOR ACTION RECOGNITION TASK, WHERE
CONY Is THE CONVOLUTION PROCESS, POOL 1S THE MAX POOLING.
LSTM 15 THE LONG SHORT-TERM MEMORY LAYER, AND FC 1s THE
FULLY-CONNECTED LAYER. IN THE CONVOLUTIONAL LAYER. WE ALSO
EMPLOY BATCH NORMALIZATION.

" Layer || Parameters |
CONV filter = dB, kemnel size = 7 x 7. activalion = ReLU |
POOL sige= 2x 2 |
CONV pier = U6 kemel size = 5 % 5, activalion = ReLU

~POOL g:: 2 x 2
CONV fiker = 256. kemel size = 3 x 3, activation = Relli
CONV filier = 512, kel sige = 3 ¥ 3, aclivation = Rell
CONV || filer 2. kemnel size = 3 x 3. activation = ReLU |
POOL Sige= 2 x 2 |
LST™ units= 1000
FC units = 324, activation = ReLU, dropout = 0.6

I K units = 522, aclivation = RelLU, dropout = 0.8
FC units = 3, activation = Solumax

|
R T ETTS
Fig 3 The training loss and accuracy of the object clussification model o

each epochs.

available in the shelf. The experiments show that the object
and action recognition model achieve 56.41% and 76.92%
accuracy, respectively, from the testing data.

Qur future concern is to improve the accuracy of the model
by adding more data and variation of the movements and
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Fig. 4 The conlusion matrix of the chjea classification medel on testing
data, where the number represents the first, second. third, and so on object

objects. Hopefully, the model can be extended into an end-to-
end deep learning system for an automatic checkoul system.
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