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PREFACE

This book contains the proceedings of the 2" International Conference on Information
Systems For Business Competitiveness (1ICISBC) 2013 held in Diponegoro University, Semarang -
indonesia, on December 5, 2013. This conference was organized by the Department of
information Systems, Postgraduate Programs, Diponegoro University.

The main goals of the confrence was to bring together researchers from all around the
world working in areas of business information systems to share heir experiences and research
results about all aspects of information systems to achieve global business competitivenes, and
discuss the practical challenges encountered and the solutions adopted.

We received 79 papers selected from 6 countries includes Indonesia, Malaysia, Taiwan,
Perancis, Australia and Singapore presented at the conference.

The invited and accepted contributions cover a large variety of topics: business
intelligence, logistic and supply chain management, marketing intelligence, education intelligence,
customer relationship management, human resource management, intelligent decision support
systems, enterprise systems, business process modelling, system modelling, management

information systems,

The success of the conference was dependent upon the hard work of a large number of
people. We gratefully scknowledge the members of specialists who reviewed the papers and also
to the members of the Program Committee who helped to coordinate the process of refereeing all
<ubmitted papers. Thank you for participation in this conference activities. We hope these
proceedings will be useful for the development of business information systems in the world. We
+hank Musalimun for his professional work in producing the final version of these proceedings.

December, 2013

Prof. Mustafid, Ph.D
ICISBC Chairmarn
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ybstract—Question and answering (QA) system is a
system to answer question based on collections of

ynstructured text or in the form of human language.
In general, QA system consists of four stages, i.e.
question analysis, documents selection, passage
retrieval and answer extraction. In this study we
added two Pprocesses i.e. classifying documents and
Jassifying passage. We use Naive Bayes for
classification, Dynamic Passage Partitioning for
finding answer and Lucene for document selection.

The experiment was done using 100 questions from
3000 documents related to the disease and the results
were compared with a system that does not use the
classification process. From the test results, the system
works best with the use of 10 of the most relevant
documents, 5 passage with the highest score and 10
answer the closest distance. Mean Reciprocal Rank

) value for QA system with classification is
0.41960 which is 4.9% better than MRR value for QA
system without classification.

Keywords—Naive bBayes Classification; Dynamic
Passage  Partitioning; Question  Answering;
Information Retrieval.

. INTRODUCTION

Nowadays there are many websites that provide health
consultation In the internet, such as
http://www konsultasikesehatan.com and
http://www.tanyadokter.com. Sometimes, answers can be
obtained within a few days. One of the reason is lack of
professionals skilled who can ansSwer that question. The
situation can be different if the website implement the
Question and Answering System, SO the answer can be
found automatically. :

In search of information, the Question and Answering
System use time efficiently. However, similar studies are
still rare for the Indonesian language documents although
the population of Indonesia 1s the fourth largest in the
world. According to the Ministry of Communications and
Information Technology, Internet users in Indonesia have
reached 45 million people [1]. With such big population,
Question and answering systems in Indonesian documents
are indispensable. _

In previous work, we used passage-based retrieval 0
find the answer, Stanford NER for named entity
recognition, Lemur to retrieve relevant document and
Indonesian legal document for source document of QA

System. This QA system produces 72% accuracy on the
retrieval of top-5 documents. The disadvantages of this
research was the retrieval of relevant documents were not
on the top-5 documents and distribution of passage is
Improper so some information were lost.

In this research, we used classification concept to
cluster documents. We used Naive Bayes classification
because it is an efficient and effective algorithm. Naive
Bayes has a competitive performance in classification area
because of assumption of conditional independence is

rarely true in real world applications [3]. Classification
was used to filter the document so that the answer can be

obtained from a set of documents which have the same
topic, i.e. documents in the same cluster. Searching will
focus on the collection of documents that were m one
cluster. This will facilitate the process of finding and
collecting candidate answers. The classification was
performed to obtain passage on passage retrieval step.

In this research, we used Dynamic Partitioning
Passage or Variable Length Arbitrary Passage Partitioning
is used to get the answers. Dynamic Partitioning Passage
is one of answer selection method that built a passage
overlap with the previous passage. The purposc fo
construct overlap passage is to avoid separation of the
relevant text. Stanford NER still used as a tool 10
recognize an entity. In the health domain, we used three
entities, namely disease, drug and dosage. The document
selection process is done by using Vector space models
and  Boolean  model  from Lucene (see:

http://lucene.apache.org).

I. QA SYSTEM

The purpose of QA system is to identify the answer to
the question of an unstructured collection of text in the
form of human language [4] The simplest form of QA
system is factoid question. Factoid questions are questions
that seek answers that are simple facts that can be found in
short words [3]. Factoid question is usually asked
questions about specific answers and easily categorized as
the person's name, organization's name, and location S
nte;sed on the scope of domain, QA system can be
divided into Open domain and Close domain. Open

-

domain QA is a system that can answer questions in any
field. While Close domain QA is a system on specific
areas such as felds of health, law and others. Type of QA
was investigated In this study is close QA

1:
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In general, the QA system is divided into four slilgcsi
The first stage is the question analysis stage, the secon
stage is the selection of documents, the third stage 18 the
search Passage and the last stage is the cxtrrtcllon of lhc‘
answer [4]. In this study, we will see the mﬂu'cllccnol
classification to find the answers. We added L‘:lilS::HllCi‘lllOll
In stage two and tree. In stage two, classification 1S l!SL‘:(l to
select documents. In stage tree, the classification 18
performed on each passage. The QA systems block
diagram can be seen in Figure 1.

In the first stage, the question will be analyzed to
determine the types of answers. Analysis is conducted
using several regular expressions which are developed
based on Indonesian’s grammar. The result is keywords
derived from the question.

In the second stage, the documents were selected using
vector space model and Boolean model. Keywords that
are obtained from previous stage will be used to perform
queries on a selected documents.

In the third stage, relevant documents are broken up
into sections or passage using dynamic passage
partitioning method. Furthermore, all of passage will be
classified into several classes using the Naive Bayes
method. Passage that has the same class as the query IS
ranked according to number of features that found in the
passage. Passage that has a high ranked is forwarded to
the next stage.

In the last stage, answer is derived from passage
documents that is obtained from the previous stage.
Answer candidate is extracted using the entity name
recognition. Entity which has the same type with the
answer is considered as answer candidate.

The QA systems were evaluated by calculating the
Mean Reciprocal Rank (MRR). The evaluation is done by
comparing the answers generated by the system with the
answers provided by the researchers.

[II. QUESTION Analysis

The guestion analysis is done by detecting the type of
questions to determine the type of answers. In this study,
there are three types of answers that is disease, drug’s
name and dosage of medication. The analysis is done by
the introduction of the question asked and the words it

used. In Table 1, there is a relationship between the word
used by a question and its answers.

rence on In

formation Systems Jor Business Competitive

Questions

Question analysis

Answer Lype

r:.:;?—\

Named Entity
Recognition
Stopwords rInmvnl

L Keywords _J

negy (ICIg ¢ 0,
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Top-n relevant
| document
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Figure 15. QA systems for Indonesian health document

TABLEI. RELATIONSHIP BETWEEN THE TRY;’E
OF QUESTION WORDS AND THEIR ANSWE

Types of
answers

Disease
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One way 1o i'demify the type of the answer |

word an entity using the Named Entity
ER). It is @ process to extract informatio
ities into predefined categories [5). In th;
ssed to identify the entities associated wit
general NER focuses on classifying cate
nes of people, locations and organizat;
carch we classify entities into three ty
1g’s name and dosage of the drug.

NER can be considered as a process of classificati
that the methods used for classification can be 2 lliug
the entity name recognition. Examples of mf:tht;}:‘.)sp lheat
n be used for perform recognition is Naijve Bayes
.dden Markov Models and Conditional Random Ficlds,
yme of the leading NER has been made and used widely'
1 as Stanford NER, Lingpipe, and GATE. In this
earch we used Stanford NER to identify the entities
ociated with the answers. Stanford NER is one of the

ER recognition system made by the Board of Trustees of
he Leland Stanford Junior University [6].

nto Cla&Sify

$ study, NER
h the answers.

gories such as

ons ‘[5]. In this

 Document Selection

The selection of documents is a process that is done
ofore searching the answers. So the answers will be
earched from a collection of documents which are
elevant to the query. In this study we use Vector space
1odel and Boolean model.

in Vector Space Model, each document and query is
epresented by vector. Furthermore, a method must be
hosen to calculate document similarity with the query.
rhe similarity of two vectors can be seen from different
»oints. Boolean model is one of the strategies used In
information Retrieval to obtain documents relevant to the
query [5]. As the name implies, this model determines the
-elevance of document with the operation of Boolean
algebra using logic operators ‘NOT’, ‘OR’, or ‘AND’ in

queries.

namic Passage Partiioning
. gyynamic Passfge Partitioning or Variable },'ength
Arbitrary Passage Partitioning is used toO partition a
document into smaller parts to imp_rqve.the accuracy 1;1]
the retrieval process. Dynamic Partitioning Passage Wi
search the document to find the same word as the query
then build a passage around that wor:i lf.the wc:‘-rd ;st
found in position n, then the passage 15 l?mlt s_ta:thmize
position n and so on until position n + p with p 18 'fh =
of the passage. Subsequent passage b}l}lt oveilap ;;1) ki
previous passage and begins in position nl gfto e
purpose of the construction of passage over ;P | it
separation of the relevant text. The size of the P

between fifty and six hundred wol'ds.

The use of Dynamic Partitioning Passa
because, this method has higher accuracy
based retrieval
mentioned that, the optimal resu
query of more than ten words
hundred words. As for the qqery
words, the optimal results Wi
passage of two hundred and fifty word
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C. Naive Bayes Classifier

NaTve¢Bayes classifier is
apply Naive Bayes theorem
assumes that the presence

feature of a class is not relate
of other features [8].

C &
lass formations are conducted by researchers by

reading some of ‘ m
| 1€ articles -
the clagsif as a sample and proceed with

st s cation which is done manually by a researcher
sify documents into some of the most dominant

class. In the Naive Ba '
es cla il
Sttt ol sify is y assifier, the probability

a probabilistic classifier 1o
[7]. Naive Bayes classifier
or absence of a particular
d to the presence or absence

P(cld) x P(¢) Iicisn, P(telc) (1)

In text classification, its main purpose is to find the
most appropriate class for the document [8]. The most
appropriate class in the Naive Bayes classifier is a class

that has a maximum or a posteriori probability greatest of
all classes:

Cmap = MAX P(cld) = max PO e, Ptele) (D

P is changed to P because the formula above the

original value of P (c) is not known, but estimated from
the training data [8)]. Training conducted to estimate the
value of the parameter P (c) and P (t | ) in the following
formula:

Ne

Plc) = (3)

N

Where N, is number of document in class c and N is
number of document in training.

~ T:r
= A
P(tlc) YeevTer “)
where T is word frequency in document of class ¢

' ' ibility of the
and V is the vocabulary. To avoid the possibt
emergence of the word with probability 0 which caus:d
by the absence of a word in a class, Laplace smoothing 1S

used.
[n practice,

build a classifier.

steps:
]

: LM
abulary formation of training |
gz;'arm calculation for each class with formula

number 3

the conditional probability of each

; jarmula number 4
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After classifier is formed, then use the article with the

following steps:

1) Make a list of words ﬁam” the test article that
appeared in the vocabulary

2) Calculate the probability for each class article using

the formula number |
3) Determinate the class for the test article using the

Jormula number 2
D. Passage Ranking

In QA, candidate answer is obtained from the passage
that has a high rank. In general, the first step to rank a
passage 1s done by Named Entity Recognition or
classification of answer’s type on all passage. Type of the
answers obtained from a question will provide an
Information to discard the passage that is not contain the
answers. The passages remain then to be ranked with the
features made by human and by machine learning

techniques with supervised training [5]. Examples of

features commonly used to rank the passage [5]:

® The number of entities in the corresponding
passage.

® The number of keywords contained in the question
passage.

® The longest word count of keyword questions
according to the question.

" Ranking of document in which the passage
partitioned.

E. Answer Extraction

Answer Extraction is the last stage in the Question
Answering. In this stage, answer is estraed brom the high
rank passage. The answers for factoid questions can be
done by extracting all the entities that are candidates the
answers [5].

The process of extraction the answer is as follows:

® Calculate the sum of the distance between
candidate answers and each keyword

® Candidates answer that has more keywords are
prioritized.

® If there are several pieces of candidate answers
have the same distance, then the answers seleciion
is done by selecting the candidate answers which
has higher document rank or higher passage
rank.

* If the candidate answer has the same ranked
document or passage, then the candidate answer
is the answer with the higher frequency from the
list of candidates’ answers.

= [f still equal, then the selection of the candidate's
answers conducted from the first answer waqs
processed.

F. Mean Reciprocal Rank

There are many techniques that can be used in
evaluating a QA system. The most commonly used
technique is the technique of the Mean Reciprocal Rank
(MRR) which is a technique provided by TREC in 1999
[5]. Before evaluate, the system is provided a set of
questions and answers. MRR evaluate the system against
a set of questions and answers to that question. MRR
further compare the resulting answers with the answers
provided. Each question is rated according to the ranking

.

nce on h—:lén-nmm”f *-\jll*"‘!{?m‘q—‘ efade o e i ness ﬂ( ISBI' : i
L} i l
)

of the correct answer. The equation to ¢,

U'&[et
is as follows: he MRp
3 1k
) ¥
MRR = —==8
(5)
V. EXPERIMENT

Number of articles used for this sy
articles. Articles are obtained from
kompas.com,  tanyadokter.com,
cariobat.blogspot.com, and  medicastore s
experiments were performed using the 100 fluesﬁﬁnsﬁ
have been prepared. Testing is done with 3 schemes lh
have the specified number of the mq -

_ St releyap
documents, the number of passage with the highest SCore

and the number of answer with the closest distane
Scheme of experiment can be seen in table 2. ’
TABLE I1. SCHEMES OF EXPERIMENT
SchemeJ X Experiment
Scheme | 'QA System with passage
P 3 classification
Scheme 2 I QA System with document
| ‘ classification
| Scheme 3 | QA System without classiﬁca-tiam:

Each scheme was divided into 3 stages i.e., first stage
to determine the number of relevant documents that haye
the best results, the second stage to determine the number
of passage that has the best results and the final stage the
number of answers that have the best results. Table 3
show numbers of document, passage and answer.

TABLE III. STAGE AND NUMBERS OF DOCUMENT,

PASSAGE AND ANSWER
Stage j Experiment | [ Experiment 2 | ExperimentJ |
Stage | Top-5S Doc, Top-10 Doc, | Top-15 Dec,
I | Top-5 Passage, Top-5 Top> |
Top-5 Answer | Passage, Top- | Passage, Top-
| s 5 Answer | 5 Answer
Stage [ Top-10 Doc, | Top-10 Doc, |
2 Top-5 Passage, Top-10
Top-5 Answer | Passage, Top-
_ | 5 Answer
Stage [ Top-10 Doc, | Top-10 Do,
3 | Top-5 Passage, | Top-5
Top-5 Answer Passage, Top- | Passage, el

| | 10 Answer |15 AnsWe

the (0P”

The formation passage performed by SPli"“‘g'rel evan

N documents obtained from the search of . B
documents. In this study, the size of the Passafuds
determined with the following requirements: 200 i
0 query more than 10 words and 350 W°fds f
queries that are less than 10 words. Determining !
of the passage is based on research
Kaszkiel its consideration of research oR: o
collections used in this study [9]. Passage SRS
done by weighting its features, see table 4. =
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TABLE IV. VALUE OF PASSAGE RANKING

“Value | Feature _
5.0 | Passage contains the same entity with
the types of answers
| — ;
0.3 Passage contains more than one entity
| to the same type of answers
1.0 For passage, which is part of the top-5
' documents
1.0 For the passage containing the keyword
more than half the number of ke words
110 To passage the word sequence and in

accordance with the keywords at least
half of its length keyword

V. RESULT

Experiment for Naive Bayes classifier done by
providing 100 test articles. Test article consists of 50
articles for each class. Articles used for testing have the
same form as well as a collection of articles in the
raining data. Evaluation is done automatically by the
program. In a 100 test articles, Classifier can correctly
classifying all articles which 100% accuracy. These
results are due to a very good training articles and clarity
between the two classes that are classified.

Name entity recognition (NER) test i1s done by
providing 2299 words of 10 articles testing. Evaluation
for NER is done manually in which the researchers read
the results of the entity's name and count the number of
words correctly recognized. The test result shows that
from 2299 words, NER failed to classify 76 words
consisting mostly words of the entity disease’s name and
the medication dosage. The Classifier can classified all
articles correctly, in which reach 100% accuracy.

From the experiment we get the best result in top-10
document and top-5 passage. Table 5 shows the result of
experiment from 3 schemes with top-10 document .and
top-5 passage in 3 different top-n answers. Fro.m 3 kinds
of top-n answers we can see the best resulE is scheme
with top-10 document, top-5 passage and top-i0 answer.

In table 5, we also can see that the best result Is
experiment in scheme 3 with MRR 0.427'. Scheme 3 1s
experiment QA system without classification. But when
we see the scheme 1 and 2, the best result is QA system
with document classification which is scheme 1. The
result QA system with classification h?vc %maller MR%
compare QA system without classification but no
significant.

TABLE V. TABLE STYLES

Top-10 Top-10 Doc,
Doc, Top- | Top-5 Passage, Doc, Top-3
5 Passage, Top-10 [:[‘a:;a%?
o Answer

Answer

0.41960 0.41960

rence on . '
¢ Information S Stems for Busfness ( ompelif
V | veness (ICISRcC 20]3
. : )
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VL.

Misclassiﬁcalion due to d

| rug doses writin
¢xample of INconsistenc B

. y. Such as, the inclusi
frequency of drug use in a day (“3 gr dalam uhar:’o‘;‘a::

how "
Gccurt? u;e (“secara oral) Classification errors that
In the name of the disease are excess recognition.

For example, the word "gangguan pembuluh darah balik

penyumbatan” that are recognized as overall disease
which in fact only "gangguan pembuluh darak”.
At first, the three

‘ schemes of experiments aimed to
determine the effect %

' of classification in QA system.
Tes.tmg and experiments shows that the scheme no 3
which does not use the classification has a better MRR
than two other schemes. This happens for several

reasons, namely: first, an error occurred while classifying
questions.  Although the testing classifier get 100%
accuracy, but at the time there were still classifying errors
due to the small size of question (about 5 to 20 words).

~ Naive Bayes classifier is used to classify the word
identity. But when the number of words is too small and
there is no recognizable words, then Naive Bayes is
failed to classify the word. This failures made
experiments on the scheme 1 and scheme 2 could not find
the answer. The other reason is, threre is a shift in of
correct answers to a lower rating. This happens because
after classifying, several articles and passage that
produces the correct answer has a smaller value than the
actual answer. This small value makes the rank of
documents and passage which have the correct answers
to be down.

But there is also the question successfully answered by
scheme 1 and 2 but cannot be answered by the third
schemes namely, the question no 30. Table 6 shows that
the answer "hiv" not found in the top-5 answers for QA
system without classification (scheme 3). This is caused
by the classification process function as filter for the
article and the passage so that only articles that are really
relevant returned by search engines. Therefore, the
answers filtered by the classification process and the
actual answer into the top-n answer.

TABLE V1. ANSWER FROM 3 SCHEMES FOR QUESTIONS
NO 30
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VII. CONCLUSION

The experiment with 3 types give the best result
Where QA system in top-10 document, top-5 passage and
top-10 answer. The best MRR in classification passage
for QA system (scheme 1) is 0.41960. The best MRR in
classification document for QA system (scheme 2) is
0.40739. And the best MRR in QA system without
classification (scheme 3) is 0.42738.

Although QA  system  without generating
Classification has MRR values slightly higher, we
managed to prove that the concept of the classification
can increase the rank of real answers. Documents or
answers filtered by category to make the answers can be
found in the top-5 answers. The concepts of classification
successfully filter out the document and increase the

answers to the QA system.
In further, we must improve the classification process

in order to produce a cluster of document which is more
appropriate to answer question. Additionally passage
dynamic partitioning method can be developed further
into more specific QA system by changing the candidate
answers as a basis for the distribution of passage.
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