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1
Abstract

This research was intended to create a fast and accurate spelling correction system with the
ability to handle both kind of spelling errors, non-word and real word errors. Existing spelling correction
system was analyzed and was then applied some modifications to improve its accuracy and speed. The
proposed spelling correction system is then built based on the method and intuition used by existing
system along with the modifications made in previous step. The result is a various spelling correction
system using different methods. Best result is achieved by the system that uses bigram with Trie and
Damerau-Levenshtein distance with the word level accuracy of 84.62% and an average processing speed
of 18.89 ms per sentence.
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1. Introduction

Language is an arbitrary sound symbol system, which was used by society’s member to
work, interact and self identification [1]. There are two forms of language, written and spoken.
Writing has an important role in conveying the written meaning. Errors in the writing may cause
the meaning to be unconveyed or even distorted into different me{fEihg.

Spelling correction is a task for detecting and fixing any spelling errors. There are two
kinds of spelling errors, a real word error and non-word error [2]. Real word error is an error th&EJ
causes a certain word to transform into other word with the same or different meaning. While a
non-word error is an error that causes a certain word to transform into a meaningless word.

Existing research on spelling correction is generally conducted only on one kind of the
spelling errors [3-6]. The methods used to handle each kind of spelling error quite differ from
one another. Most spelling@Borrection system tackles each problem separately. The main
purpose in this research is to create a fast and accurate spelling correction system with the
ability to fix both kinds of spelling errors.

Some of the relevant research used as main reference are done by Setiadi [3] and
Verberne [4]. In this research, Setiadi showed an alternative in optimizing the performance of
spelling correction in term of speed and accuracy. Setiadi reduced the edit distance computation
using a certain word length rule and using simple assumption to add extra value or rank to a
certain word correction candidate. Verberne uses trigram to handle the real word error and split
sentence into parts in trigram form before checking and correcting any spelling error.

Existing system is then modified in this research to improve its accuracy and speed.
Trie data structure is added in Setiadi's system to represent known vocabulary list which is
supposed to improve processing speed on word validity check and word correction candidate
generation. Smoothing technique is added in Verberne's system, supposedly to reduce data
sparsity problem. And a precomputation of edit distance is used to remove the recomputation of
previously seen word (on generation of correction candfate word). Bigram is tried as an
alternative to trigram in Verberne’s system. The proposed system is built based on the method
and intuition in the aforementioned system with the modifications made to improve its
performance.
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2. Research Method

There are some categories of spelling errors, such as substitution, deletion, insertion,
transposition and split word [6]. In this research, all categories of spelling errors will be covered,
except for split word error. lllustration for the spelling errors categories can be seen in Error!
Reference source not found..

Substitution Deletion
Supstitution Deltion

Insertion Transposition
Insaertion Transpositino

Figure 1. Spelling errors categories

Edit distance method is used in the referenced system, as well as in this research. Edit
distance is the operation cost needed to transform a word into another [7]. There are various
other string comparison methods such as the Hamming distance, Longest Common
Subsequence, Jaro Wrinkler distance, etc. The most generally known edit dist@fice is
Levenshtein distance. Levenshtein distance considers the cost for a certain operatifh such as
deletion, insertion and substitution of characters in word. As such, it should be more suitable for
spelling correction task. Another variation of Levenshtein distance is the Damerau-Levenshtein
distance, which considers another operdflon cost, which is the transposition of adjacent letters
in a word [7]. Based on [7], equation for Levenshtein distance can be seen in (1) and Damerau-
Levenshtein distance in (2).
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N-gram is a contiguous sequence of N item, which could be words, letters, syllables, or
phonemes [2]. For example bigram (2-gram) is sequence that consist of two words sequence
such as “salah satu”, “satu kota”, “kota besar”. The probability of a long sentence can be
computed by splitting it into smaller parts and use the conditional probability rule to compute the
overall probability. N-gram gives the highest accuracy value to all word gram level for similarity
detection in stemming process [8]. In a spelling correction task, N-gram is used to set the
probability of correction words. Based on [2], the general equation for N-gram probability can be
seenin (3).

P (W[ W i) = CLtiann) 3
CWhon1)
In computing a probability, it gives zero to unseen events. Smoothing is a process of
giving a certain probability value to unseen events by reducing the probability of seen events [2].
Smoothing is used to avoid the zero probability given by the language model. There are various
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smoothing methods, such as Laplace, Good-Turing, Kneser-Ney, Add-K, Back-Off,
Interpolation, etc. Smoothing method is usually combined to produce better result such as using
Good-Turing and Interpolation [2]. In this research, combination of Laplace and Back-off is used
as the smoothing method. Based on [2], Equation for Laplace smoothing can be seen in (4) and
Back-off in (5).

Clwy)+1
Pmpmce(wn) = ::V (4)

P (wn lWihisa), if C(WhZaee) >0

a(Wr?:RrH)PBack—o,r’f(W%—_J}rH): else

Prack—op f(WnlWhZis1) = { (5)

Perplexity is an intrinsic evaluation method for a language model. Perplexity of a
language model is computed by inverting the probability from a test set (sentence) and
normalized by the count of words [2]. By inverting the probability, it means that the higher the
probability of a given test set, the lower is the perplexity. Low perplexity means that the applied
language model is better, although it doesn’t guarantee the increase in accuracy for extrinsic
evaluation. Based on [2], equation for Perplexity can be seen in (6).

— N 1
PP(W) = \|| =1 plwywy .Wi—1) 6

First step of this research is to build the referenced existing spelling correction system
by using the same programming language as the proposed system. This was done in order to
accurately compare the referenced spelling correction system against the proposed one as
programming languages may vary from one another in term of performance. The referenced
spelling correction can be accurately built based on the explanation in the respective paper and
with the help of source code (of different language) generously shared by the referenced
system’s author.

Data in this research is an online news article taken from Kompas (kompas.com). Data
is taken by crawling the site using a crawler built with the help of an external software library.
The amount of data crawled and used in this research is 5000 online news articles. [fhe crawled
news articles are from 2nd to 12th March 2016. The crawled news category count can be seen
in Table 1.

Table 1. News Article Category Distribution
Category Amount

Regional BBT
Megapolitan 830
Nasional 714
Entertainment 393
Bola 365
konomi 355
International 294
Automative 228
Travel 204
Property 184
Sports 142
Techno 140
Health 136
Female 99
Science 34
Education 15
TOTAL 5000

The characteristics of Setiadi's system that yielded the best result in term of
performance is that the edit distance computation is pruned or reduced using a simple rule [3].
The rule used is dismissing computing edit distance if the correction candidate word has a
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length of less or more than 1 compared against the mistyped word. This method helps to speed
up processing time. An alternative for more efficient computation is by using a Trie data
structure to represents the known words. Computing edit distance on words represented in a
Trie data structure can greatly improve the processing speed because Trie data structure
groups words based on its prefix [8]. Normally, edit distance is computed on every words with
the same prefix. By using a Trie data structure, words with the same prefix will only be
computed once. Validation of a word should also be faster since the time required for a stffh
matching is O(n) for n as the longest string length [8]-[10]. lllustration for Trie data structure can
be seen in Figure 2.

O O @
—O—@

i J

OO @000

Figure 2. Trie Data Structure lllustration for Word: “sama”, “satu”, “situasi”

Setiadi also used a bayes theorem to make a simple assumption to add an extra value
or rank to a certain correction candidate word. The assumption is that a word with longer length
is more likely to have the need to correct its mistyped word when compared with another
correction candidate word of shorter length. Although, this simple assumption yielded the best
result than when without using it in Setiadi’s research, we’'ll try and see if it also yields a good
result when using our data.

In Verberne'§Rlystem, the generation of correction candidate words was conducted
everytime it detected a real word error. A word might be detected as an error multiple times in a
sentence, hence the system will regenerate (recompute edit distance) correction candidate
words of the same words multiple times. We can precompute this process to speed up
processing time since the word is limited to only known words in case of a real word error.
Bigram is experimented as an alternative to Trigram in Verberne's system to see its impact on
the performance.

The proposed system is built by combining the referenced system along with its
maodification to improve the overall performance. Setiadi's system accepts single word as input,
while Verberne system accepts a whole sentence but splits them into trigram parts and corrects
it separately. The proposed system will accept sentence as input then splits them into n-gram
parts, corrects it separately and combines it back into a whole sentence using the chain rule
probability.

The language model of the data is evaluated by computing the perplexity of each model
(unigram, bigram, and trigram). Categories of the test made against the system is the accuracy
rate, overall processing speed, and false-positive rate. Test data for the testing of the perplexity
is a different news article taken from a random source, which is different from the ones used as
the main data for the system. Perplexity is computed as an average of overall perplexity across
all sentences in the article. Test data for the other test is a 50 sentenfS (475 words) data taken
from a news article of random source which is modified to contain a real word error (58 error
words), a non-word error (50 error words), and a combination of both (104 error words) (3 sets).

3. Results and Analysis
3.1. Perplexity

Perplexity result for language model using Equation (6), can be seen in Table 2. The
lowest result is achieved by using unigram. This shows that there is a high rate of data sparsity
in the used data set. Trigram yield the highest value, which shows that the spelling correction
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system that uses trigram might not perform well than that using bigram. To reduce the data
sparsity, a smoothing technique is added to the spelling correction system.

Table 2. Perplexity Test Result
N-Gram  Average Pemlexity
Unigram 21834.7362
Bigram 170415.4672
Trigram B84060875.6503

3.2. Referenced System
The test result for the referenced system can be seen in Table 3 and Table 4.

Table 3. Setiadi's System Test Result Comparison

Test Categories Setiadi  Setiadi (Modified)
Sentence Accuracy (%) 70 78
Word Accuracy (%) 76 84
False-Positive (%) 1.6 1.6
Time Spent (s) 2435 0.49
Average Time Spent (ms)  487.01 9.71

Table 4. Verberne's System Test Result Comparison

Test Categories Verbeme  Verberne(Modified)
Sentence Accuracy (%) 6 26
Word Accuracy (%) 5.17 29.31
False-Positive (%) 4] 1.09
Time Spent (s) 1.35 0.37
Average Time Spent (ms) 26.99 7.46

Based on the test result of Setiadi's system, there is a significant change in term of
processing speed when using a Trie data structure. The achieved accuracy is also increased
although it's not that significant. This shows that the use of simple assumption as mentioned
previously doesn't perform well on our data. Based on the test result of Verberne’s system, the
processing speed increases when the edit distance is precomputed beforehand. Accuracy is
also increased when a smoothing technique is added into it. Although the achieved accuracy is
still considered low, it shows that the smoothing technique is able to reduce the data sparsity
which in turn improves the accuracy. The smoothing technique used is the Add-1 Laplace
smoothing (4) in combination with Stupid Back-off (uses 0.4 as «) (5).

3.2. Proposed System

The proposed system was built by combining the method in both of the referenced
systems with the previously mentioned modifications. The proposed method uses a Trie data
structure, a precomputation on edit distance, and a smoothing technique. Bigram and trigram is
tried along with Damerau-Levenshtein (DLD) and Levenshtein distance. Different sizes of data
are also tried on Bigram and Trigram.

Table 5. Proposed Sysfin (Trie+DLD) Test Result Comparison for Bigram

Test Categories 1000 Data 2000 Data 3000 Data 4000 Data 5000 Data
Sentence Accuracy (%) 42 48 46 50 50
Word Accuracy (%) 80.77 B82.69 84.62 B85.58 84.62
False-Positive (%) 7.2 6.5 7.8 6.5 6.5
Time Spent (s) 0.8 1.8 0.8 0.9 1.0
Average Time Spent (ms) 15.1 36.8 15.3 17.4 18.9
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Table 6. Proposed Sys{fiin (Trie+DLD) Test Result Comparison for Trigram

Test Categories 1000 Data 2000 Data 3000 Data 4000 Data 5000 Data
Sentence Accuracy (%) 6 8 10 12 16
Word Accuracy (%) 16.35 24.04 27.89 30.77 34.62
False-Positive (%) 0.94 0.94 0.94 0.94 0.94
Time Spent (s) 0.51 0.62 0.88 0.91 1.04
Average Time Spent (ms) 10.27 12.23 17.56 18.06 20.72

Based on the comparasion of the test results of the proposed system for different sizes
of data, the accuracy rate and the time spent increase as more data is used. The overall false-
positive rate remains the same across all sizes of data. The main difference between bigram
and trigram is that the test result for trigram is more consistent. In the test result for bigram, the
accuracy falls from 85.58% to 84.62% when 5000 data is used. The newly added information
(new word list, change in word frequency) affects the spelling correction result. Some of the
previously correct words become incorrect and vice versa.

Table 7. Proposed System Test Results for Edit Distance Comparison

. Bigram & Trigram & Bigram & Damerau- Trigram & Damerau-
Tost Categories Levenshtein  Levenshtein Levenshtein Levenshtein
Sentence Accuracy (%) 36 10 50 16
Word Accuracy (%) 73.08 29.92 84.62 34.62
False-Positive (%) 6.54 0.94 6.54 0.94
Time Spent (s) 0.79 0.82 0.95 1.04
Average Time Spent (ms) 15.72 16.32 18.89 20.72

Based on the test result of proposed system for edit distance comparison, the accuracy
of the system is improved at the cost of increased processing time. Using Damerau-Levenshtein
distance yields a better result without significant change in processing time. The use of bigram
or trigram also affects all aspects of the test. Overall, bigram has a higher accuracy, a higher
false-positive rate and a lower processing time than those of trigram. The difference in accuracy
shows that there is a high rate of data sparsity in trigram, and this is also proved by the
previously mentioned perplexity test. The false-positive rate of trigram is higher than that of
bigram. Naturally, a trigram contains a more contextual information than a bigram because of
the difference in word pair length. While another reason for the low false-positive rate is
because of the high rate of data sparsity which in turn lowers the amount of possible correction
candidate.

4. Conclusion
The result of the research in creating a fast and accurate spelling correction system with
the ability to fix real word error and non-word error ends with a moderately better resuilt.

Modifications made to the reference@lsystem is able to increase its performance in term of

accuracy and processing speed. The best result is achieved by the proposed system that Epes

a bigram with Damerau-Levenshtein distance with a sentence level accuracy of 50%, a word

level accuracy of 84.62% and an average processing time per sentence of 18.89 ms.

Other things that can be mentioned based on the conducted research are as follows:

a. The processing speed is increased significantly by using a Trie and precomputed edit
distance.

b. The use of a smoothing technique (Add-1 Laplace and Stupid Back-off) is able to reduce
the high rate of data sparsity problem.

c¢. The use of bigram yields a better result than using trigram, which is caused by the
difference in rates of data sparsity.

d. Using Damerau-Levenshtein distance yields a better result than using Levenshtein distance
because it is able reach more variations of spelling errors, and the insignificant differences
in pflicessing time can be justified for the increase in accuracy.

Suggestions for further improvement in this research is to reduce memory usage of Trie
data structure by compressing it and adding the use of database to store n-gram word list.
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Another suggestions is the experiment on other smoothing technique to reduce data sparsity
and improve the accuracy such as the Good Turing or Kneser-Ney smoothing. Another
alternative is to use other data of different sources such as from the books.
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